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Abstract
1. The effects of climate change on population viability reflect the net influence of 

potentially diverse responses of individual-level demographic processes (growth, 
survival, regeneration) to multiple components of climate. Articulating climate–
demography connections can facilitate forecasts of responses to future climate 
change as well as back-casts that may reveal how populations responded to his-
torical climate change.

2. We studied climate–demography relationships in the cactus Cyclindriopuntia im-
bricata; previous work indicated that our focal population has high abundance but 
a negative population growth rate, where deaths exceed births, suggesting that it 
persists under extinction debt. We parameterized a climate-dependent integral 
projection model with data from a 14-year field study, then back-casted expected 
population growth rates since 1900 to test the hypothesis that recent climate 
change has driven this population into extinction debt.

3. We found clear patterns of climate change in our central New Mexico study region 
but, contrary to our hypothesis, C. imbricata has most likely benefitted from re-
cent climate change and is on track to reach replacement-level population growth 
within 37 years, or sooner if climate change accelerates. Furthermore, the strong-
est feature of climate change (a trend towards years that are overall warmer and 
drier, captured by the first principal component of inter-annual variation) was not 
the main driver of population responses. Instead, temporal trends in population 
growth were dominated by more subtle, seasonal climatic factors with relatively 
weak signals of recent change (wetter and milder cool seasons, captured by the 
second and third principal components).

4. Synthesis. Our results highlight the challenges of back-casting or forecasting 
population dynamics under climate change, since the most apparent features of 
climate change may not be the most important drivers of ecological responses. 
Environmentally explicit demographic models can help meet this challenge, but 
they must consider the magnitudes of different aspects of climate change along-
side the magnitudes of demographic responses to those changes.
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1  | INTRODUC TION

Population extinction debt is likely to increase in frequency as a 
fingerprint of global change, including climate change (Dullinger 
et al., 2012; Urban, 2015). Extinction debt is a form of transient 
dynamics whereby populations persist despite having population 
growth rates that fall below replacement level (λ < 1), suggesting 
a long-term trajectory towards local extinction but with poten-
tially long time-lags (Hastings et al., 2018; Kuussaari et al., 2009). 
While extinction debt is often studied through species richness 
patterns at the community level (e.g. Vellend et al., 2006), there 
is recent emphasis on the underlying single-species dynamics 
whereby populations transition from positive to negative growth 
rates (Hylander & Ehrlén, 2013; Lehtilä et al., 2016). In the ab-
sence of significant migration (which can maintain populations in 
sink habitats), extinction debt suggests that the environment was 
more favourable for population growth at some time in the past. 
However, the mechanisms that cause populations to tip from pos-
itive to negative growth rates are rarely known, and this informa-
tion may be critical for effective conservation planning (Hylander 
& Ehrlén, 2013).

Structured population models built from individual-level de-
mographic rates provide a powerful framework for studying 
the drivers of extinction debt (Lehtilä et al., 2016) and environ-
ment-dependent population dynamics more generally (Ehrlén & 
Morris, 2015). By incorporating climatic factors as statistical co-
variates, previous studies have identified climatic limits of pop-
ulation viability and forecasted responses to particular types 
of climate change (e.g. Adler, Byrne, & Leiker, 2013; Jenouvrier 
et al., 2014; Maschinski, Baggs, Quintana-ascencio, & Menges, 
2006). Additionally, articulating the connections between envi-
ronment and demography can allow for ‘back-casting’ population 
dynamics into historical environmental regimes; while rarely done 
(Smith, Caswell, & Mettler-Cherry, 2005), this approach may pro-
vide valuable insight regarding when and why populations fell into 
extinction debt.

Many studies of climate–demography relationships focus on sin-
gle climate variables that are known to be a dominant component 
of climate change and/or known to have a strong influence on the 
focal species (e.g. Iler et al., 2019; Jenouvrier et al., 2009; Van de Pol 
et al., 2010). However, for many species, it is not always apparent 
a priori which dimensions of climate are most important, and this 
poses challenges for predicting population responses to climate 
change. Previous studies have shown that different components 
of climate change may have independent effects on different as-
pects of demography or physiology (Buckley & Kingsolver, 2012; 
Frederiksen, Daunt, Harris, & Wanless, 2008; Lynch et al., 2014; Van 
de Pol et al., 2010). Furthermore, different life stages (e.g. young ver-
sus old) and different vital rate processes (e.g. growth, survival, re-
production) may differ in the magnitude and even direction of their 
responses to single climate drivers (Doak & Morris, 2010; Dybala, 
Eadie, Gardali, Seavy, & Herzog, 2013; Morrison & Hik, 2007; 
Tenhumberg, Crone, Ramula, & Tyre, 2018), and single life stages 

or vital rates may be affected by multiple drivers (Dalgleish, Koons, 
Hooten, Moffet, & Adler, 2011; Frederiksen et al., 2008; Sletvold, 
Dahlgren, Øien, Moen, & Ehrlén, 2013; Williams, Jacquemyn, 
Ochocki, Brys, & Miller, 2015). Ultimately, the influence of climate 
on population growth depends on the sensitivities of vital rates to 
climate drivers and the sensitivities of λ to the vital rates, integrated 
across the life cycle (Ådahl, Lundberg, & Jonzen, 2006; McLean, 
Lawson, Leech, & van de Pol, 2016). These complications, common 
to environmentally explicit demographic studies (Ehrlén, Morris, von 
Euler, & Dahlgren, 2016), highlight the value of leveraging long-term 
data to gain resolution of climate drivers and the importance of ac-
counting for demographic complexity across the life cycle.

We used long-term demographic data to study climate-dependent 
population dynamics of a long-lived Chihuahuan desert cactus per-
sisting under extinction debt. Our previous work with the tree cholla 
cactus (Cylindropuntia imbricata Haw. D.C.) (Cactaceae) indicated, with 
>95% certainty, that our focal population in the northern Chihuahuan 
Desert (New Mexico, USA) is in decline (stochastic population growth 
rate λS < 1) despite current densities that are reasonably high (Elderd & 
Miller, 2016; Miller, Louda, Rose, & Eckberg, 2009; Ohm & Miller, 2014). 
This region has experienced strong climatic fluctuations over the past 
century, including several decadal-scale droughts interrupted by rela-
tively wet periods (Peters, Havstad, Archer, & Sala, 2015).

Our study was conducted in the following steps. First, we char-
acterized climate variation and change in our northern Chihuahuan 
desert study region over the past century. Second, we estimated 
vital rate responses to inter-annual climate variation during the 
demographic study period (2004–2017). We hypothesized that 
high-sensitivity vital rates (those that strongly influence λ) would be 
less responsive environmental variability than low-sensitivity vital 
rates (Pfister, 1998). Third, we back-casted climate-dependent de-
mography to determine whether the past century included periods 
that were favourable for population growth, thus testing the hy-
pothesis that recent climate change has driven this population into 
extinction debt. Our analysis relied on a Bayesian framework that 
incorporates key sources of uncertainty into our back-cast. Finally, 
we asked whether the components of climate that are changing most 
strongly in this system are the same climate components that most 
strongly influence cactus demography.

2  | MATERIAL S AND METHODS

2.1 | Focal species, study site and demographic data 
collection

Tree cholla cactus is widely distributed throughout desert and 
grassland habitats of the southwest United States and northern 
Mexico. These long-lived plants (40-plus years) grow through the 
production and elongation of cylindrical stem segments. These 
vegetative structures as well as flowerbuds are initiated in late 
spring. Flowering occurs in early summer and stem segment elon-
gation takes place during the remainder of the growing season. For 
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climate analyses, we divide the calendar year into warm-season 
months (May through September), when stem elongation, flower-
ing and seed production occur, and cool-season months (October 
through April).

This study was conducted at the Sevilleta National Wildlife 
Refuge (SNWR), a Long-Term Ecological Research site (SEV-LTER) in 
central New Mexico and near the centre of this species' geographic 
distribution. Our study population occurs in the Los Piños moun-
tains at an elevation of 1,790 m. Tree cholla are a dominant compo-
nent of the vegetation in this area (0.1 m−2: Miller et al., 2009), along 
with oaks, yucca, Piñon pine and the grasses Bouteloua gracilis and 
B. eriopoda.

The present study relies on long-term (2004–2017) demographic 
data on individual-level measures of growth, survival and reproduc-
tion recorded from tagged plants in the Los Piños population that 
were censused in late May each year. This was a pre-breeding cen-
sus that corresponds to the initiation of vegetative and reproductive 
structures (Figure C1). We treat May 1 as the start of the transi-
tion year (coincident with the start of the warm-season months). 
There were a total of 1,172 unique individuals in the dataset and 
7,442 transition-year observations from four to eight plots or spatial 
blocks depending on the year. Full details of the study design and 
data collection are given elsewhere (Elderd & Miller, 2016; Miller 
et al., 2009; Ohm & Miller, 2014).

2.2 | Climate data

Our goal was to connect inter-annual variation in demography to 
corresponding variation in temperature and precipitation. SEV-
LTER collects climate data from a network of meteorological sta-
tions throughout SNWR. While the SEV-LTER climate data cover 
years of our demographic data collection, our intention was to 
back-cast demographic performance farther back into the 20th 
century. We therefore gathered climate data from ClimateWNA 
v5.60 (Wang, Hamann, Spittlehouse, & Carroll, 2016), a soft-
ware package that uses PRISM (Daly et al., 2008) and WorldClim 
(Hijmans, Cameron, Parra, Jones, & Jarvis, 2005) data to calculate 
downscaled data for western North America based on location 
and elevation, going as far back as 1900. We derived seasonal es-
timates (warm- and cool-season) of total precipitation and mean, 
minimum and maximum temperature from monthly climate data, 
for a total of eight variables. Months were aligned to correspond 
to demographic transition years rather than calendar years, which 
means the cool-season climate for a transition year beginning in 
May of year t spans October of year t through April of year t + 1 
(Figure C1).

To reduce the dimensionality of the climate data, we conducted 
principal component analysis (PCA) on the eight climate variables for 
the years 1900–2017, with climate values scaled to unit variance. We 
estimated the variance in the raw climate data explained by each PC 
and the variable loadings, which give the correlations between orig-
inal variables and PC values. PCA allowed us to rank the magnitudes 

of multiple aspects of climate variation and change by examining how 
warm- and cool-season variables loaded onto the ranked PC axes.

By relying on downscaled, interpolated climate data instead of 
direct observations from meteorological stations we are trading 
off local resolution in favour of more historical years of data. We 
quantified this loss of resolution by comparing predictions from 
ClimateWNA to SEV-LTER data for years that they overlapped, using 
the SEV-LTER meteorological station that was nearest our study 
population (Appendix A). We found that the two datasets were gen-
erally well-correlated (Table A1; Figures A1 and A2), which bolstered 
our confidence in ClimateWNA for back-casting demographic re-
sponses to climate over the historical record. We further explored 
the implications of using downscaled data by repeating all of our 
analyses (described next) with SEV-LTER meteorological data and 
comparing results between the two data sources (Appendix A).

2.3 | Statistical estimation of climate dependence

We fit generalized linear mixed effects models in a hierarchical 
Bayesian framework to quantify climate dependence in demographic 
vital rates, as captured by three principal components of climatic 
variability. The choice of three PCs was based on the results of par-
allel analysis (Figure A3), a statistical method for determining how 
many components to retain (Franklin, Gibson, Robertson, Pohlmann, 
& Fralish, 1995). There were four vital rates measured in the long-
term study for which we could estimate climate dependence: sur-
vival from year t to year t + 1, individual growth (change in size from 
year t to year t + 1), probability of flowering in year t and the num-
ber of flowerbuds produced year in t, given that a plant flowered. 
Survival and growth from year t − 1 to t were dependent on size in 
year t − 1, and the climate covariate corresponded to the climate year 
t − 1 to t. Reproductive status and fertility in year t were dependent 
on size in year t and on climate from t − 1 to t. This timing of size 
and climate effects was intended to match processes in the popula-
tion model (Figure C1). We did not quantify climate dependence in 
seedling recruitment. While we searched plots each year and added 
newly detected plants to the census, we could not confidently assign 
a birth year to these new additions (seedlings require several years 
of growth before they are consistently detectable in our census) so 
we do not know the climatic conditions under which they recruited.

All of the models for climate-dependent vital rates used the 
same linear predictor for the expected value (μ) but applied a 
different link function (f(μ)) depending on the distribution of the 
observations:

The linear predictor includes an intercept (β0) and size slope (β1). The 
size variable x is the natural logarithm of plant volume (loge(cm3)), 
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which was standardized to mean zero and unit variance for analysis. 
Other fixed-effect coefficients (ρ) correspond to climate variables and 
climate × size interactions. We include quadratic terms for climate 
to account for the possibility of non-monotonic climate responses. 
Climate coefficient (ρ) superscripts correspond to each PC, and sub-
scripts correspond to linear, quadratic and size-interaction effects. 
Finally, the linear predictor includes normally distributed random ef-
fects for plot-to-plot variation (ϕ ~ N(0,σplot)) and year-to-year variation 
(τ ~ N(0,σyear)). The year random effect can be interpreted as inter-an-
nual variability in demography that cannot be explained by the climate 
PCs. We used stochastic variable selection in a Bayesian framework to 
reduce model complexity, dropping coefficients that were effectively 
zero with ≥90% certainty. Complete methods for variable selection are 
provided in Appendix B.

The growth data were assumed to be normally distributed; this 
model applied the identity link and included an additional parameter 
for residual variance. We explored size dependence in the residual 
variance of growth (which determines how individuals are distributed 
around their expected future size) but found that this led to poorer 
model fits, so we proceeded to assume a constant value. The sur-
vival and flowering data were Bernoulli distributed, and these models 
applied the logit link function. The fertility data (flowerbud counts) 
were modelled as Poisson distributed, including an individual-level 
random effect to account for overdispersion. All coefficients were 
given vague priors. We evaluated model fits using posterior predic-
tive checks (Elderd & Miller, 2016). All models were fit using JAGS 
(Plummer, 2003) and R2JAGS (Su & Yajima, 2012). Analysis code is 
available at https://github.com/texmi ller/cholla_clima te_IPM.

2.4 | Demographic modelling

2.4.1 | Model description

The statistical models described above formed the backbone of the 
integral projection model (IPM) that we used to estimate population 
growth in variable climate environments. Following previous studies 
(Compagnoni et al., 2016; Elderd & Miller, 2016; Ohm & Miller, 2014), 
we modelled the life cycle of C. imbricata using continuously size-
structured plants, n(x), and two discrete seed banks (B1,t and B2,t) 
corresponding to 1- and 2-year-old seeds:

Functions P and F give the probability of flowering and the number of 
flowerbuds produced, respectively, for an x-sized plant. The vector c 

t−1 contains the climate PC values for climate year t − 1, which affects 
flowering and fertility in year t, and hence the 1-year-old seed bank in 
year t + 1. Parameters �P

t
 and �F

t
 are random year effects estimated 

from the statistical models. The integral is multiplied by the number of 
seeds per fruit (�) and probability of seed dispersal/survival (δ) to give 
the number of seeds that enter the 1-year-old seed bank. Parameters 
L and U are the lower and upper bounds, respectively, of the plant size 
distribution. Plants can recruit out of the 1-year-old seed bank with 
probability γ1 or transition to the 2-year old seed bank with probability 
(1 − γ1). Seeds in the 2-year-old seed bank are assumed to either ger-
minate (probability γ2) or die.Continuous-size dynamics were given by:

The first term indicates recruitment from the seed banks to size 
y, where η(y) gives the seedling size distribution, assumed norml 
with mean μs and standard deviation σs. Mortality between germi-
nation (late summer) and the yearly demographic census (May) is 
accounted for with survival probability ω. In the second term, func-
tions S and G give the probabilities of surviving to year t + 1 and 
growing to size y, respectively, for an x-sized plant in year t. Climate 
dependence and random year effects are included as in Equation 2, 
except the timing of climate effects is shifted such that growth and 
survival from t to t + 1 are affected by climate over the same inter-
val (Figure C1). As above, survival and growth functions also take 
time-varying random intercepts. Field data used to estimate seed 
and seed bank parameters are described elsewhere (Compagnoni 
et al., 2016; Elderd & Miller, 2016). All parameter estimates are pro-
vided in Table C1.

2.4.2 | Model analysis

For analysis, we discretized x into b bins, replacing the continuous 
kernel with a b-by-b matrix (because our model also included two 
additional discrete states, the final projection matrix had dimensions 
b + 2-by-b + 2). We used b = 200 bins. We extended integration limits L 
and U to avoid unintentional ‘eviction’ (Williams, Miller, & Ellner, 2012).

We estimated the asymptotic population growth rate λ as the 
dominant eigenvalue of the discretized IPM kernel. We compared the 
observed size distribution and the predicted distribution at the long-
term mean climate (PC1 = PC2 = PC3 = 0) and found generally good 
agreement (Figure C2). We then evaluated how λ responded to cli-
mate variation by first varying each climate PC independently, holding 
the other two fixed at their long-term mean. Second, we back-casted 
λ over the entire climatological record that we had available (1900–
2017), which generated a time series of λt. We used linear regression 
to test for temporal trends in λ over this period. We incorporated two 
types of uncertainty into back-casted values of λ: imperfect knowl-
edge of the parameter values (‘estimation error’) and year-to-year 
fluctuations that were not related to climate (‘process error’); the lat-
ter was estimated from the variances of random year effects. For the 
years of demographic data collection (2004–2017), we additionally 
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quantified the deviations between predicted λ based solely on climate 
and ‘observed’ λ that reflects climate and non-climate year effects 
(quotations indicate that these are the asymptotic predictions given 
the vital rates observed in that year). We also conducted a similar 
analysis of λs using a 10-year sliding window (Appendix C) and we 
explored the consequences of extrapolating vital rate responses to 
climate values more extreme than those observed during the study 
period (Appendix D).

Finally, we used life table response experiments (LTREs) to de-
compose which combinations of climate PCs and vital rate responses 
were most strongly responsible for temporal fluctuations in the back-
casted time series λt. We used a fixed-design LTRE (Caswell, 2001) 
where λt was defined as a linear function of climate predictors:

There is no error term because, in this analysis, climate PCs are as-
sumed to be the sole drivers of fluctuations in λt. The coefficient for 
each climate PC was approximated as:

The LTRE approximation is based on the product of the sensitivity 
of λ to the vital rates (θ), evaluated at the long-term mean climate 

(PC1 = PC2 = PC3 = 0), and the sensitivity of the vital rates to climate, 
summed over all vital rates. Because LTRE components are additive, 
we summed LTRE estimates over the intercept and slope of each vital 
rate function so that we could interpret the results in terms of vital rate 
contributions.

3  | RESULTS

3.1 | Climate trends

Three principal components cumulatively explained 73.3% of the 
inter-annual variation in climate (Figure 1a). PC1 was dominated by 
inter-annual differences in temperature and precipitation, regard-
less of season, and the three components of temperature (mean, 
min and max) loaded similarly onto this component (Figure 1b). 
Over the last century, PC1 trends have fluctuated, with pro-
longed stretches of warm and dry years (the 1950s and early 
2000s) and other periods of cool and wet years (early 1900s and 
1970s–1980s), though the overall temporal trend for PC1 was 
negative. The decline per-year was nearly five times stronger 
since 1970 compared to the long-term average (Figure 1c), sug-
gesting an accelerating trajectory of warmer and drier years. PC2 
was strongly driven by cool-season climate, especially precipita-
tion, such that greater values corresponded to wetter winters with 
low temperature maxima and high temperature minima (Figure 1b). 
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F I G U R E  1   Principal component 
analysis (PCA) of inter-annual climate 
variability at SNWR, 1901–2017. (a) 
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precipitation explained by the first three 
PCs. (b) Loadings of seasonal climate 
variables onto PC1-3. Because climate 
data were standardized to mean zero and 
unit variance, loadings can be interpreted 
as the correlation between the climate 
variable and the PC. (c–e) Time series of 
PC values, with regression lines showing 
long-term trends since 1901 (solid lines) 
or 1970 (dashed lines); open and filled 
points indicate the years 1970 and 2017, 
respectively, and correspond to the same 
shapes in Figure 3
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Warm-season temperatures also loaded positively onto this axis 
to a lesser degree (Figure 1b). PC2 has increased since 1900 and 
the change per-year was nearly four times stronger since 1970 
(Figure 1d), indicating an accelerating trend of wetter cool seasons 
with moderate winter temperatures. Lastly, PC3 was correlated 
with a combination of warm- and cool-season climate variables. 
The strongest variable loadings on this component were minimum 
and mean temperatures in the cool season and warm-season pre-
cipitation. Temporal trends for PC3 showed weak declines since 
1900, corresponding to milder winters with higher minimum and 
mean temperatures and wetter warm seasons; this trend has been 
slightly stronger since 1970 (Figure 1e).

3.2 | Vital rate responses to climate

Demographic vital rates estimated from long-term data (survival, 
growth, reproductive status and fertility of flowering plants) were 
least responsive to PC1, the dominant axis of climate variability 
and change. All of the vital rates were strongly, positively size-de-
pendent but there was heterogeneity in the magnitude and sign of 
responses to different dimensions of climate variability. Figure 2 
shows vital rate data and fitted statistical models following vari-
able selection procedures (Table B1). There was very little support 
for coefficients of quadratic climate effects (Table B1), indicating 
that responses to climate were monotonic over the range of vari-
ation we observed.

For PC1, there was a weak reduction in survival probability (es-
pecially for smaller plants; Figure 2a) and a moderate reduction in 
flowering probability (especially for larger plants; Figure 2g) at higher 
PC values, that is, in cooler and wetter years. Fertility of flowering 
plants was not responsive to PC1 variation (Figure 2j) and growth 
was not responsive to any of the climate PCs (Figure 2d–f). There 
were positive responses to PC2 in survival (Figure 2b), flowering 
probability (Figure 2h) and fertility of flowering plants (Figure 2k), 
indicating that these vital rates benefitted from years with wetter 
cool seasons. Responses to PC3 varied in sign, with survival increas-
ing with decreasing PC values (years with mild winter temperature 
minima and wet summers) and reproductive rates increasing with in-
creasing PC values (years with low winter minima and dry summers; 
Figure 2c,i and l).

3.3 | Climate-dependent population growth

The population growth rate λ was predicted to increase with de-
creasing values of PC1 (hotter, drier years), holding other PCs fixed 
at their long-term average (Figure 3a). Population growth was also 
predicted to increase with increasing values of PC2 (wetter cool 
seasons; Figure 3b). Population growth was more sensitive to PC2 
than PC1, such that the predicted change in λ from 1970 to 2017 
was slightly greater for PC2 even though PC1 exhibited much 
greater change than PC2 over this period. Finally, greater values 

of PC3 (colder winters and drier summers) were predicted to cause 
declines in population growth, indicating that negative effects on 
cactus survival outweighed positive effects of PC3 on reproduc-
tion (Figure 2). PC3 has changed relatively little since 1970 but 
this was associated with a change in λ of about half the magnitude 
to the response to relatively large change in PC1. Overall, recent 
climate change in each of the principal components, in isolation, 
has been in the direction that favours increased population growth 
(Figures 1 and 3). However, mean estimates for population growth 
rates were consistently below replacement level for all climate PC 
values, and the posterior probability densities rarely met or ex-
ceeded λ = 1.

3.4 | Back-casting population growth

Figure 4a shows the back-casted time series of λ accounting for 
inter-annual variation in all three PC components. For the observa-
tion years (2004–2017), the three climate PCs explained 60% of 
the inter-annual variation in λ (points in Figure 4a). Thus, even with 
relatively strong climate–demography associations (Figure 2), there 
was substantial uncertainty in our back-casted estimates of λ. The 
shaded region in Figure 4a represents the combined uncertainty aris-
ing from heterogeneity in vital rates across years that could not be at-
tributed to the climate PCs (process error) and imperfect knowledge 
of the underlying parameters (estimation error). In Appendix Figure 
C3, we show that process error contributed the majority of the total 
uncertainty.

Despite uncertainty in our back-cast, the results indicated that 
λ has likely remained below replacement levels for more than a cen-
tury; there was no evidence that climate change drove this popu-
lation into extinction debt. To the contrary, there was a positive 
temporal trend ((∆λ/∆Year) > 0), suggesting a trajectory of increas-
ing population growth rates through time (Figure 4b). There was 
wide uncertainty in the rate of change but the posterior probabil-
ity distribution indicated that it was three times more likely that 
λ has increased than decreased. Furthermore, the median rate of 
increase was 2.9 times greater since 1970 compared to the overall 
trend since 1900 (Figure 4b), corresponding to the acceleration of 
climate change (Figure 1). There was greater uncertainty in (∆λ/∆-
Year) since 1970 because this estimate was based on fewer years. 
Under the trajectory since 1970, population growth was expected 
to reach the viability threshold (λ = 1) in the year 2057 (Figure 4c); 
accelerating climate change would advance this transition to viable 
growth rates.

In Appendix D, we show that our inference that λ is likely in-
creasing in response to climate change holds even with a more 
conservative approach that does not extrapolate vital rate re-
sponses beyond the climate extremes of the observation years. 
Furthermore, in Appendix A, we show that year-specific estimates 
of λ were correlated between models built with downscaled cli-
mate data versus on-site meteorological measurements, for years 
in which they overlapped (Figures A7 and A8). This suggests that 
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our qualitative inference regarding the positive temporal trend in λ 
is robust to the loss of resolution associated with downscaled cli-
mate data.

The stochastic population growth rate (λs) showed a similar 
trend of λs < 1 and increasing population growth rates over the past 
120 years (Figure C4). The stochastic growth rate reveals the effects 

F I G U R E  2   Climate- and size-dependent variation in survival (a–c), growth (d–f), flowering (g–i) and fertility of flowering plants (j–l) 
in relation to three principal components of seasonal climate variation (columns). For visualization only, the plant size distribution was 
discretized into three groups (small, medium and large, corresponding to increasingly dark shading). Points show means for each size group 
in each year, where different years have unique PC values and point size is proportional to sample size for each size group in each year. Lines 
show fitted statistical models using posterior mean parameter values, with shading corresponding to size groups. Dashed lines indicate that 
the climate predictor was not statistically supported. Ranges of x-axes show the climate extrapolation that was required for back-casting
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of multi-year climate events, such as the runs of good years in the 
1940s and 2000s.

3.5 | Life table response experiment

Life table response experiments (LTREs) provided a decomposi-
tion of how λ responded to long-term climate trends (1900–2017), 
allowing us to understand the relative importance of differ-
ent dimensions of climate variability and vital rate responses to 

them. LTRE results indicated that survival responses to climate 
were the overwhelming driver of temporal trends in λ (Figure 5). 
Individual growth made no contribution to these trends because 
it was unresponsive to climate (Figure 2D,E,F), whereas flowering 
and fertility were responsive to climate but their role was rela-
tively small and imperceptible in Figure 5. Furthermore, survival 
responses to climate PC2 were the dominant driver of temporal 
trends, followed by PC3 and then PC1. Collectively, responses to 
PC2 and PC3 accounted for 90% of the overall climate effect in 
back-casted values of λ.

F I G U R E  3   Predicted asymptotic population growth rate (λ) in response to three principal components of inter-annual climatic variation 
(a–c). For each panel, the indicated principal component is varying while the others are held at zero (the average value). Lines show the 
expected relationships based on posterior mean parameter values and shaded contours show the 25%, 50%, 75% and 95% credible intervals, 
representing uncertainty in demographic parameters. Points emphasize the change the PC value (on the x-axis) between 1970 and 2017, 
based on the regression lines shown in Figure 1, and the predicted corresponding change in λ (y-axis)
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F I G U R E  4   (a) Posterior probability distribution for the time series of asymptotic population growth rates (λ) predicted based on inter-
annual variation in three climate PCs. Thick black line shows the mean prediction and shaded regions show the 25%, 50%, 75% and 95% 
credible regions accounting for both parameter uncertainty and process error (year-to-year variation in vital rates that was unrelated to 
climate). Dashed vertical line separates years that were back-casted versus years that were directly observed. The observation years (2004 
and later) include estimates for year-specific population growth rates (points), captured statistically as year-specific random effects in the 
vital rates. (b) Posterior distributions for the rate of temporal change in population growth (∆λ/∆Year). Dark grey shows the rate of change 
across all years shown in A and light grey shows the rate of change since 1970. Vertical lines show median values. (c) Posterior distributions 
for the year of population viability (λ = 1) for the subset of posterior samples for which ((∆λ/∆Year) > 0). Shading and lines as in b
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4  | DISCUSSION

Understanding and predicting the effects of environmental 
change on plant demography and population dynamics are urgent 
challenges. The integration of long-term data with environmen-
tally explicit demographic models provides a powerful vehicle for 
meeting these challenges and may aid in identifying processes that 
drive some populations into decline. By reconstructing 117 years 
of climate-dependent demography, we tested the hypothesis that 
the extinction debt of our study population was a consequence of 
recent climate change. Our results fail to support this hypothesis 
and suggest the opposite: C. imbricata is likely a climate change 
‘winner’, on an accelerating trajectory towards replacement-
level population growth within 37 years if current climate change 
trends persist, and sooner if they accelerate. We further show that 
the strongest feature of climate change in this system was not the 
main driver of population responses. Instead, temporal trends in 
population viability were dominated by more subtle climatic fac-
tors with relatively weak signals of recent change. Below, we in-
terpret these results in greater detail and discuss their broader 
significance.

Until recently, few plant demographic studies explicitly consid-
ered climatic drivers of inter-annual variation (Crone et al., 2011; 
Ehrlén et al., 2016), though this is rapidly changing. We are aware 
of no previous studies that have compared the magnitudes of dif-
ferent aspects of climate change alongside the magnitudes of de-
mographic responses to those changes. However, we suspect that 
our key finding—that the strongest dimension of climate change was 
not the strongest driver of demography—may be common, since 

at the heart of this result lies the difference between annual cli-
mate trends (captured by PC1) versus seasonal trends (PCs 2 and 3). 
Annual rainfall totals in our region have been decreasing but more 
of the annual rainfall has been falling in the cool season, consistent 
with previous climatological studies that suggest a shift from warm- 
to cool-season precipitation (Cook, Ault, & Smerdon, 2015; Cook 
& Seager, 2013; Petrie, Collins, Gutzler, & Moore, 2014). Similarly, 
annual temperatures have been increasing in our study region but 
it was cool-season warming, specifically, that was most important 
for C. imbricata demography. Many plant and animal life histories 
operate on seasonal schedules and may therefore be more sensi-
tive to seasonal redistribution of rainfall and temperature than to 
climate effects that manifest over an entire year. Our results are 
consistent with previous studies that demonstrate the impor-
tance of considering seasonal, not annual, drivers of plant demo-
graphic responses (Dahlgren, Bengtsson, & Ehrlén, 2016; Selwood, 
McGeoch, & Mac Nally, 2015; Williams et al., 2015). Some recent 
studies have taken a finer-grained approach, connecting plant re-
sponses to weather events on monthly, weekly or even daily time-
scales (Shriver, 2016; Teller, Adler, Edwards, Hooker, & Ellner, 2016; 
Tenhumberg et al., 2018) or tractability, we did not explore lagged 
climate effects beyond one year, though methods for doing so are 
rapidly developing (Ogle et al., 2015; Teller et al., 2016; Tenhumberg 
et al., 2018). Finding the appropriate timing and resolution of cli-
mate covariates is an important area for future work in this system 
and more generally.

Rigorously accounting for various types of uncertainty is another 
an important area in the development of environmentally explicit 
models for forecasting or back-casting. Even with strong climate– 
demography relationships detected with our unusually long-term 
dataset, climate drivers accounted for less than two thirds of the  
inter-annual variation in λ during the study years. It was therefore 
important to place our predictions for historical growth rates in the 
context of the substantial uncertainty that arose from process error: 
all the additional, unspecified ways that years may differ. We have 
emphasized the positive trajectory of population viability as the 
most likely trend in λ, but this should be interpreted in light of the 
probability distributions that we provide (Figure 4)—that is, with nu-
ance and appropriate caution.1 As ecologists are increasingly called 
upon to forecast responses to change in climate drivers, it will be 
essential to do so in a probabilistic framework that accommodates 
process error, that is, the variability not explained by climate drivers. 
Defining the temporal or spatial auto-correlation structure of pro-
cess error (which we did not attempt) may further improve forecasts 
or back-casts.

Different aspects of a species' life cycle may respond in diverse 
ways to environmental drivers (Doak & Morris, 2010; Villellas, Doak, 
García, & Morris, 2015), highlighting the additional importance of 
considering multiple vital rates for understanding responses to 
global change. Our work was able to pinpoint which responses 

 1The probability that λ is increasing was approximately equal to the probability of a 
Clinton victory in the 2016 US presidential election: https://proje cts.fivet hirty eight.
com/2016-elect ion-forec ast/

F I G U R E  5   Life table response experiment (LTRE) decomposition 
of climate-driven inter-annual variability in population growth rates. 
Lines of decreasing thickness show the 50, 75 and 95 percentiles 
of the posterior distributions of the vital rate parameters, and 
points show the median. Shading corresponds to different vital 
rates (survival, flowering and fertility) Posterior distributions for 
flowering and fertility are imperceptible on this scale
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throughout the life cycle were most important for the overall pop-
ulation response to climate. Our results are consistent with pre-
vious findings that high-sensitivity vital rates (those that strongly 
influence λ, in this case survival and growth) are buffered against 
environmental variability while low-sensitivity vital rates (flow-
ering and fertility) may exhibit wide fluctuations (Pfister, 1998). 
However, incomplete buffering of survival led to greater mortality 
in years with cold and dry cool-seasons—years that are becoming 
less frequent under climate change (Figure 1)—and these survival 
responses dominated the overall increase in population viability 
over the past 120 years (Figure 5). These results mirror a recent 
study of another long-lived perennial plant, the alpine sunflower 
Helianthella quinquinervis, where reproductive responses to climate 
drivers were strong but ultimately overwhelmed by weaker re-
sponses in survival that more strongly affected population growth 
(Iler et al., 2019). It is commonly observed that demographic transi-
tions related to growth and survival are the most important deter-
minants of population viability in species with long-lived perennial 
life histories (Franco & Silvertown, 2004). It may therefore be a 
general result that climate effects on growth and survival will be 
more consequential in long-lived perennials than effects on repro-
ductive processes, even as the latter exhibit greater sensitivity to 
climate, since perennials have many reproductive opportunities 
over potentially long life spans (Dalgleish, Koons, & Adler, 2010; 
Morris et al., 2008).

Our historical reconstruction of climate-dependent population 
growth indicated that the climate has likely never been better for C. 
imbricata than it is now. This result begs the question of how these 
plants have reached their current, relatively high abundance, given 
over a century of population growth rates that were inferred to fall 
well below replacement levels. Land use history—which is not incor-
porated into our back-casted estimates—may have played a role. The 
Sevilleta NWR was exposed to grazing for much of the 20th cen-
tury until 1973. Previous work suggests that cacti, and C. imbricata 
in particular, can increase in abundance in response to grazing, due 
to livestock dispersing detached stem segment and thus promoting 
asexual regeneration (Allen, Allen, Kunst, & Sosebee, 1991). During 
our study, we observed recruitment to be almost exclusively from 
seed (sexual and asexual recruits are easily distinguishable), though 
it is possible that regeneration dynamics were different under his-
torical grazing regimes. Grazing may have also promoted cactus pop-
ulations through the release of competitive interactions with grasses 
(Yu et al., 2019). Thus, one hypothesis is that C. imbricata achieved 
current densities under the historical land use regime, and cannot 
maintain these densities in the absence of cattle grazing. For long-
lived plants, it may take decades to centuries for full payment of ex-
tinction debt driven by land use changes (González-Varo, Albaladejo, 
Aizen, Arroyo, & Aparicio, 2015; Lehtilä et al., 2016). An alternative 
hypothesis is that, independent of grazing or other land use history, 
our study population may be located in sink habitat and maintained 
by dispersal from nearby populations that are more viable. Indeed, 
previous work showed that C. imbricata at lower (by c. 100 m) el-
evations had positive population growth rates (Miller et al., 2009) 

and may therefore act as source populations. Regardless of which 
process or processes best account for the persistence of a popula-
tion that is currently inviable, our results indicate that it will more 
likely than not be ‘rescued’ by ongoing climate change. One caveat to 
this conclusion is that, beyond the mean climate trends we have de-
scribed, future climate (and especially monsoon precipitation) in our 
region is expected to be more variable (Cook et al., 2015; Rudgers 
et al., 2018) and this may dampen population growth independently 
of mean conditions (Boyce, Haridas, & Lee, 2006). However, our sto-
chastic demographic analysis, which accounts for increasing climate 
variability during the 20th century, also showed a positive trajectory 
of λs (Figure C4).

Previous studies of cacti have emphasized their sensitiv-
ity to freezing as a constraint on physiological performance and 
geographic distribution (Flores & Yeaton, 2003; Kinraide, 1978; 
Nobel, 1984). In our study, we detected an important role for win-
ter minimum temperature and observed high mortality following 
record low winter temperatures over a multi-day deep-freeze in 
2011 (this is the low outlier in Figure 4a). As these freezing events 
become less frequent under climate change, we expect an increase 
in regional abundance and perhaps northern expansion of C. imbri-
cata's range, which currently extends to southern Colorado and is 
likely limited by winter minimum temperatures. This may be an issue 
of applied concern in the region since C. imbricata is considered un-
desirable due to its unpalatability to livestock (Allen et al., 1991). 
The role of cool-season precipitation that we detected was more 
surprising. A majority of annual precipitation in the Southwest 
United States comes from warm-season monsoon events (Adams 
& Comrie, 1997) and these events play a critical role in vegetation 
dynamics (Notaro & Gutzler, 2012; Petrie et al., 2014), especially 
for plants with C4 and CAM photosynthesis that are physiologi-
cally most active during the warm summer months. Previous cactus 
demographic studies have emphasized the role of summer mon-
soon precipitation (Bowers, 2005; Winkler, Conver, Huxman, & 
Swann, 2018). Our results suggest that, despite its summer-adapted 
CAM photosynthetic pathway, C. imbricata is able to capitalize on 
cool-season moisture, and this was an important component of the 
positive demographic effects of recent climate change. Similarly, 
Salguero-Gomez, Siewert, Casper, and Tielbörger (2012) identified 
Cryptantha flava as a species likely to benefit from climate change 
due in part to seasonal redistribution of rainfall that will lengthen 
its growing season.

Our work highlights several considerations that may be relevant 
for studies of demographic back-casting in other systems. First, 
we faced a trade-off between temporal depth and local resolu-
tion of climate data. While downscaled climate interpolation (from 
ClimateWNA) and on-site measurements (from SEV-LTER) were cor-
related, they were not perfectly so (Appendix A); this was especially 
true for temperature minima and maxima (Table A1), where down-
scaled data likely mis-estimate localized extremes. We prioritized the 
greater temporal coverage provided by downscaled data, which led 
an 18% reduction in how well climate explained inter-annual varia-
tion in λ, relative to on-site climate data (Appendix A). Consequently, 
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reliance on downscaled data inflated the contribution of process 
error to our back-casted estimates (Appendix D), and made λ appear 
less responsive to climate than it likely was. It is particularly note-
worthy that the downscaled climate data poorly captured the deep-
freeze of winter 2011 (Figure A1a). Poor demographic performance 
in this year was consequently attributed to a statistical random ef-
fect (Figure 4a), though this was almost certainly a true climate ef-
fect. As expected, the on-site data predicted a lower λ value in this 
year than the downscaled data (Figure A8). When available, climate 
data sources that break the trade-off between temporal depth and 
local resolution would provide the strongest foundation for accurate 
back-casting. When such resources are not available, quantifying the 
loss of resolution, as we have done (Appendix A), may be valuable for 
interpreting results.

Second, just like forecasting, demographic back-casting may 
require projection into climatic conditions that were represented 
poorly or not at all during the data collection period. This requires 
the assumption that the relationship between vital rates and climate 
covariates does not change or break down under conditions more 
extreme than observed. We found similar results whether or not we 
extrapolated demographic performance into unobserved conditions 
(Appendix D). This was a lucky break, reflecting the fact that the cli-
mate covariate requiring the most extrapolation (PC1) had the weak-
est effect on λ. In other cases, where important covariates must be 
extrapolated to no-analogue conditions, comparing results with and 
without extrapolation (Appendix D) may be valuable for setting lib-
eral and conservative bounds on model projections. This approach 
may also aid in identifying situations where experimental climate 
manipulations could help bridge the gap between current and his-
toric (or future) conditions.

Some additional limitations of our study warrant consideration 
in the interpretation of our results. First, our treatment of climate 
dependence was limited to four vital rate processes of established 
plants. Because we could not reliably assign a birth year to new re-
cruits, we did not incorporate climate dependence in seedling re-
cruitment. Previous studies of cactus demography suggest that 
seedling recruitment may be highly sensitive to climate, especially 
monsoon precipitation (e.g. Bowers, 2005; Winkler et al., 2018). 
We suspect this is the case for C. imbricata, since germination usu-
ally coincides with late-summer rains (T.E.X. Miller, unpubl. data). 
Because we did not model this process as climate-dependent, our 
results for climate effects on population growth are conservative. 
However, consistent with expectations for long-lived perennials, we 
know seedling recruitment to have very low eigenvalue sensitivities 
(Elderd & Miller, 2016), which suggests that even large climate ef-
fects on this process may not strongly register in terms of population 
growth. On the other hand, pulsed recruitment events perturb the 
size distribution in ways that can importantly affect short-term (tran-
sient) dynamics (Williams, Ellis, Bricker, Brodie, & Parsons, 2011), 
and may therefore warrant further study in this and other pulsed-re-
cruitment system.

To conclude, this study illustrates how long-term patterns of 
population growth can be reconstructed (with potentially substantial 

but quantifiable uncertainty) through climate–demography relation-
ships observed on relatively short time-scales. This allowed us to 
evaluate the hypothesis that recent climate change has driven C. 
imbricata in our region into extinction debt, a hypothesis that our 
data do not support. Instead, this species is most likely benefitting 
from climate change, largely due to its positive responses, especially 
in survival, to recent and ongoing shifts in cool-season tempera-
ture and precipitation. Changes in cool-season climate were not 
the strongest features of climate change, but they were nonethe-
less the most important determinants of population responses. The 
more general lesson for global change biologists is that relatively 
subtle dimensions of climate change may trigger strong ecological 
responses.
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